Taking space literally
Reconceptualizing the effects of stereoscopic representation on user experience

Recently, cinemas, home theater systems and game consoles have undergone a rapid evolution towards stereoscopic representation with recipients gradually becoming accustomed to these changes. Stereoscopy techniques in most media present two offset images separately to the left and right eye of the viewer (usually with the help of glasses separating both images) resulting in the perception of three-dimensional depth. In contrast to these mass market techniques, true 3D volumetric displays or holograms that display an image in three full dimensions are relatively uncommon. The visual quality and visual comfort of stereoscopic representation is constantly being improved by the industry. Digital games allow for intense experiences with their possibilities to provide visually authentic, life-like 3D environments and interaction with the game world itself and other players. Since the release of the Nintendo Wii in 2005 and later Sony Move as well as Microsoft Kinect (both 2010), modern console games use motion control in addition to the classic gamepad. Both the use of these natural user interfaces (NUIs) and stereoscopic representation determine the user experience (UX) with the system. The rise in popularity of these technologies has led to high expectations regarding an added value in entertainment, immersion, and excitement—especially of 3D games—as both technologies are employed to enable richer and deeper media experiences. For the commercial success of these technologies, the resulting UX has to be enjoyable and strain-free. Because this is not always the case, we have to understand the factors underlying the UX of stereoscopic entertainment media and natural user interfaces to improve it further.

In this paper, we review the current state of user experience research on stereoscopic games and the theoretical frameworks underlying it. We further argue that previous research primarily concentrated on direct effects of stereoscopic representation without considering interaction processes between input and output modalities. More specifically, UX should only be enriched if games enable users to meaningfully map mental representations of input (NUIs) and output (stereoscopic representation) space. We will show how the concept of mental models can account for both information channels and present implications for game studies and game design.
USER EXPERIENCE AND GAMES

There are many different approaches to the concept and measurement of UX in games (Komulainen, Takatalo, Lehtonen & Nyman, 2008). UX is often defined as an umbrella term for all qualitative experiences a user has while interacting with a given product, and it reaches beyond the more task-oriented term usability (for an overview, see Bernhaupt, 2010 or Krahn, 2012). The ISO definition of UX focuses on a “user’s perception and responses resulting from the use or anticipated use of a product, system, service or game” (ISO FDIS 9241-210:2010, 2010).

Several other concepts are closely related to UX in games. Terms such as immersion (Murray, 1997; McMahan, 2003), flow (Csikszentmihalyi, 1975), gameplay (Rollings & Adams, 2003), fun and playability are often used to explain UX from a game design point of view (Bernhaupt, Eckschlager, Tscheligi, 2007), and have been used to evaluate UX. Pietschmann (2009) analyzed further concepts of user experience from other fields of research for their application for UX research, such as presence (Biocca, 1997), cognitive absorption (Agarwal & Karahanna, 2000), gameflow (Sweetser & Wyeth, 2005), engagement (Douglas & Hargadon, 2000), and involvement (Witmer & Singer, 1998). A combined analysis revealed a high degree of consilience that suggests a considerable overlap between the concepts. Due to the multifaceted definition and operationalization of UX, the advancement of theory as well as results suffers from a lack of comparability.

The rise of consumer stereoscopic display technologies poses new challenges to the UX research in games as they claim to increase the visual authenticity. One of the main questions in this context is whether this increased visual authenticity in games automatically leads to an enhanced UX—and if so, what mechanisms exactly constitute this enhanced experience. Another challenge is the measurement of stereoscopic UX in video games.

Describing entertainment experiences based on the concept of (tele)presence has a theoretical and empirical background for the use in the research of interactive media (e.g. Tamborini & Skalski, 2006; Ravaja et al., 2006; Bae et al., 2012). Many studies focused on the measurement of presence, and a broad body of research with questionnaires as well as behavioral and psychophysiological measures exists (for an overview, see Baren & Ijsselsteijn, 2004) that can be employed in the research of UX in stereoscopic games.

EFFECTS OF STEREOSCOPIC REPRESENTATION IN DIFFERENT MEDIA

Stereoscopic displays induce a convergence-accommodation conflict in the user because they present images at a fixed focal length (i.e. the distance to the screen) but vary the object convergence to simulate depth. During the fixation of real world objects both convergence and accommodation are closely linked, but the fixed focal length of a stereoscopic display results in a conflict within our visual system. As a result, viewing stereoscopic images can have negative
short-term consequences, including difficulty fusing binocular images and therefore reduced binocular performance (Hiruma, Hashimoto & Takeda, 1996; MacKenzie & Watt, 2010). Consequently, a great deal of research focused on negative effects of stereoscopic displays such as visual discomfort or visual fatigue, and suggested how to avoid them (e.g. Häkkinen, Takatalo, Kilpeläinen, Salmimaa & Nyman, 2009; Tam, Speranza, Yano, Shimono & Ono, 2011; for a review see Lambooij, Ijsselsteijn, Fortuin & Heynderickx, 2009; Rajae-Joordens, 2008 and Howarth, 2011).

These negative effects are part of the concept of simulator sickness (SS) which is established in virtual reality research since the early 1980s (e.g. Frank, Kennedy, Kellogg & McCauley, 1983). It is usually measured via the simulator sickness questionnaire (SSQ; Kennedy, Lane, Berbaum & Lilienthal, 1993). Symptoms of SS have also been identified in studies on stereoscopic gaming. For example, Häkkinen, Pölönen, Takatalo & Nyman (2006) found that a stereoscopic representation of a car racing game, eye strain and disorientation symptoms were significantly elevated compared to non-stereoscopic modes of representation.

However, research also focused on positive effects of stereoscopic representation on UX in different media in order to investigate the industry’s claim of enriched UX. Ijsselsteijn, de Ridder, Freeman, Avons & Bowhuis (2001) studied positive and negative aspects in stereoscopic, non-stereoscopic, still, and moving video conditions. In all conditions, a video with a rally car traversing a curved track at high speed was shown to the participants. The results revealed a significant effect of stereoscopic representation on the subjective judgments of presence, but not on vection, involvement, or simulator sickness. However, they concluded that the presence ratings were more affected by image motion than by the stereoscopic effect.

Rajae-Joordens, Langendijk, Wilinski & Heynderickx (2005) reported similar findings: Experienced gamers played the first-person shooter Quake III: Arena in a stereoscopic and a non-stereoscopic condition. The participants reported increased presence and engagement in the stereoscopic condition but no symptoms of simulator sickness. The authors concluded that stereoscopic representation elicited more intense, realistic experiences, a stronger feeling of presence and thus a richer UX. Additionally, several studies found that stereoscopy enhances the user’s depth perception and eye-hand coordination in real world scenarios (e.g. McMahan, Gorton, Gresock, McConnell & Bowman, 2006).

STEREOSCOPIC REPRESENTATION DOES NOT AUTOMATICALLY ENHANCE USER EXPERIENCE

Contrary to earlier findings, recent studies found that stereoscopic representation in different media does not automatically improve UX. Takatalo, Kawai, Kaistinen, Nyman & Häkkinen (2011) used a hybrid qualitative-quantitative methodology to assess UX in three display conditions (non-stereoscopic, medium stereo separation, high stereo separation) playing the racing game Need
for Speed Underground. They found that the medium and not the high separation condition yielded the best experiences. The authors concluded that the discomfort of stereoscopic representation (due to limitations of stereoscopic technology) is tolerable in the medium separation condition but diminishes the UX in the high separation condition.

Another study from Sobieraj, Krämer, Engler & Siebert (2011) compared experiences of 2D and 3D cinema audiences of the same movie regarding entertainment, presence and immersion. Results revealed that the stereoscopic condition did increase neither the entertainment experience nor positive emotions or the feeling of presence or immersion.

Elson, van Looy, Vermeulen & van den Bosch (2012) conducted three experiments to investigate the effects of visual presentation on UX. In the first study participants played a platform game (Sly 2: Band of Thieves) in standard definition, high definition or 3D condition. In the second study they used a more recent action adventure game (Uncharted 3: Drake’s Deception) with the same viewing conditions. In their third study, Elson and colleagues, in collaboration with a game developer, created a game that requires spatial information procession (3D Pong) and employed the same experimental conditions.

In all three studies the results showed no differences in any variables between the conditions; there was no effect of stereoscopic representation on any measure of UX.

Disparities between studies might be explained by differences in the experimental designs. We already indicated that UX has a broad range of possible measures that might also differ significantly in their sensitivity to stereoscopic representation. Additionally, it is not granted that participants in all studies were provided sufficient time to adapt to the mode of presentation. For the latter case, further longitudinal research is required to assess the user’s shifting perception of and thereby adaptation to stereoscopic representation over time. However, the studies reported above indicate that the sole use of stereoscopic representation might not automatically enhance the UX—i.e. the rule of thumb “the more, the better” does not seem to apply here.

MEANINGFUL RELATION OF CONTENT, INPUT, AND OUTPUT

One flaw of research on stereoscopic media is the fact that researchers, due to the notion of an omnibus-effect, often did not focus on the underlying mechanisms, how stereoscopic representation would enrich UX. We argue that the lack of change in UX with stereoscopic representation in previous studies can be explained by the concept of mental interaction models and the related cognitive processes during gameplay. To successfully enrich UX, games have to create a meaningful relation between stereoscopic representation, input modality and the type of task that players have to fulfill. Therefore, we should not consider stereoscopic representation merely as an attribute of games on its own,
but as an attribute that is closely tied to other attributes of the medium in which it is implemented.

First, we argue that UX can only be considerably enhanced by stereoscopic representation if users can interact via natural input devices within the same three-dimensional space they visually perceive. The implementation of both technologies facilitates the user’s construction of a mental interaction model by mapping the space of the virtual environment to the real space where the player performs actions. Second, this spatial mapping of input and output modalities should only matter if it is relevant to the task users have to fulfill and the according type of action users perform, respectively.

MENTAL MODELS AND THEIR APPLICATIONS
The concept of mental models originates from cognitive psychology and its precursors (e.g. Craik, 1943; Johnson-Laird, 1983) as a means to explain our understanding of different complex entities that we experience, such as situations, processes, and relations between objects. In general, mental models can be regarded as preliminary cognitive schemata that are not yet fully learnt but are under construction. The concept of mental models evolved from the idea that we initially do not fully comprehend perceived entities, but have to construct our understanding through experiences. Therefore, understanding can only be a result of a constant update of a mental model based on new information and the model’s prior state.

The general form of a mental model receives information input from two sources. First, when we construct mental models about a new entity, we do not build models from scratch because we implement existing experiences or knowledge from other domains that we deem helpful (top-down processing). When we see a smashed bottle of water next to a table, we assume that some force caused the bottle to move and that gravity let it fall. We could further assume that our cat was the force that initially caused the mess, because she had done so twice already. We thereby systematically draw from previous knowledge (top-down) in order to reconstruct the event via a mental model. Second, mental models are constructed for a specific entity that deviates from similar entities that we referred to in top-down processing. We therefore look for and implement information from specific events itself (bottom-up processing). The fact that the bottle of water is broken and located on the floor next to a table indicates that a specific event has happened, i.e. the bottle dropped. This information caused top-down processing, which relates the event to other situations, such as when things drop from the kitchen table. However, upon further examination of the scene we realize that our son is standing at the other side of the room, ashamedly looking down. This new information causes a major modification of our model (bottom-up), i.e. the causation of the event is substituted. Because mental models are typically constructed over time according to the information available, other relevant prior knowledge and new

1. For a detailed historical overview of the concept of mental models, see Johnson-Laird (2004).
information is implemented into the model to improve its effectiveness with the goal to achieve a good model fit. In our example, we might ask why the son smashed the bottle of water—was it bad luck, because he did not pay attention to the table (bottom-up), or did he again argue with his brother resulting in the accident (top-down)? Both bottom-up and top-down processing are at the core of human cognition and are utilized in every situation that involves perception. Accordingly, both types of processing as well as the construction of mental models as higher cognitive instances are automated processes that do not require conscious processing and only through the combination of both types of processing, mental models can gain accuracy over time.

Mental models serve as a tool allowing for interaction within the real world without initially having to fully understand every element—they allow us to model the real world. Once we have an initial model of a given entity, we can make assumptions about possible outcomes of interactions with the entity and test the assumption against the real world outcome. The deviation between predicted and observed outcome serves as an indicator as to whether the mental model suffices or how it can be further improved. This way we can simply simulate our environment with ever-increasing complexity to achieve better understanding. However, mental models are processed in our working memory and are thereby subject to our working memory’s processing capacity. Therefore, complexity reaches its limits when the model requires more mental resources than are available. The model is then no longer efficient as a means to simulate our environment. Consequently, simple models that do not rely on detailed parameters allow us to simulate entities despite our cognitive processing limitation. Thus it is important to keep models simple and reduce their complexity to a necessary number of components that can still be handled by our processing capacity.

Within the context of media reception research, a similar concept has been used by Kintsch & van Dijk (1978) to explain a reader’s understanding of texts. In this case the amount of available information is limited to the aspects that are mentioned in the text. In order to understand an event the user has to rely on prior knowledge to fill the information gaps within the text. Kintsch & van Dijk argued that readers build a proposition network from textual information and preexisting propositions to represent the situation of a text. The concept of mental models was also applied to film studies (Ohler, 1994) in an effort to explain the viewer’s understanding of film narratives, in this case called situation model. As with the case of written texts, movies often do not provide the recipient with all necessary information required to understand events. On the contrary, detective stories often suggest information pieces that recipients implement into their situation model because they deem reasonable, thereby manipulating the recipients understanding of the narrative in order to create suspenseful entertainment experiences (Ohler & Nieding, 1996). Whenever new information becomes available through the detective’s investigation, our model is updated.
SPATIAL INFORMATION IN PLAYER-GAME INTERACTION

In our effort to explain effects of stereoscopic representation on UX by a mental interaction model, we first have to define, which information is represented within the model and why the interaction between player and game is an important process for a seemingly mere perceptual phenomenon. Interaction is often described as the fundamental component of the gaming experience (Crawford, 2003; Salen & Zimmermann, 2004; Zimmermann, 2004) that elevates games to a new type of media distinct from books or films. In addition to the narrative that is carried out within the game, we can manipulate the virtual environment to a certain degree in order to advance the narrative by our actions. Through this interaction our perspective on the narrative shifts from an observer to an actor whose actions determine the narrative outcome (Aarseth, 1997).

Interacting with game systems requires at least one channel for each input and output of information. To understand the cognitive prerequisites of interaction models we first have to identify the type of information that is carried within each channel. Second, as we want to understand stereoscopic representation—a spatial phenomenon—we have to identify each channel’s relation to spatial information.

In terms of input, games provide different types of game controllers, such as gamepads, mouse, keyboard, or motion sensitive controllers. The buttons of a controller are generally linked to a specific action in the game. However, for some actions the mapping between controller and game action is mediated by an additional input layer within the GUI. In the latter case, the action is not activated by a specific button on the controller as the button only executes an action that is linked to some GUI element. To understand the effects of interaction on UX, we should not utilize a simplified definition of interaction between real world action and in-game consequence. Instead, we should analyze each input layer separately as each input action differs in the way it is related to in-game actions. In terms of output, games use several information channels to convey feedback, i.e. visual, auditory, and haptic information. In this paper we focus on visual feedback and, more precisely, on the effects of stereoscopic versus non-stereoscopic representation on the interaction process and thus on UX.

2. The term narrative should be understood in its broadest sense here. We regard player action to be part of the narrative, while other authors limit the term narrative to the plot of the game. For a discussion see Juul (2001).

3. As an example a button could be used to let the player interact with the environment. This way the button is not responsible for the player opening a door or speaking to a NPC, but the player’s selection of a door or an NPC by moving towards it. The interact button then only executes an interaction affordance of a GUI element.
Each information channel that is used in the interaction process can be classified according to its perceived naturalness compared to the real world on a continuum between arbitrary and natural (see figure 1).

Arbitrary input information is common in games and often prevents players from having to input a complex series of button-combinations in order to perform an action. Instead of having to swing a sword and block an opponent’s strikes by moving the sword via the gamepad’s analog stick, we are given one button for each action. Despite the increased perceptual naturalness of analog stick movements compared to sword movements by mapping the directionality of movement, this type of input would greatly increase input complexity and thereby the game’s difficulty. Accordingly, arbitrary input facilitates UX by reducing input complexity, so that the player can perform relevant actions without much effort and can focus his attention on more relevant entities (e.g. strategic decisions). Only recently with modern gaming consoles has technology enabled players of mass marketed games to use input devices with greater naturalness that are sensitive to the player’s movement. Although other types of natural input devices have been available before (e.g. steering wheels or microphones), they are only applicable for specific types of action whereas the recent generation of input devices supports a wide range of possible actions.

Nonetheless, input devices such as steering wheels, drum sets or microphones require almost exactly the same movements that are necessary for driving cars, playing drums or singing a song. In this case the motion performed by the player can be transferred directly into the game. However, the more intensely an input device is used for different input actions (e.g. playing tennis or swinging a sword), the more the input information has to be interpreted by the game in order to reach a robust means of interaction.

Because all these movements represent directionality, rotation, acceleration, and speed in a three-dimensional space, this type of input can be regarded as fairly natural according to the degree a game interprets the input information. As a consequence of the increased naturalness of input, players have to focus their attention on the input action itself to a greater degree because they have to coordinate their movements according to the desired consequence in the game. Arbitrary input devices simplify the interaction process by reducing rather complex actions to a single button press. Natural input devices, however, often force the player to perform an action as it should appear in the game. The learning process of an interface is therefore more demanding when we have to learn motoric skills instead of simple button mappings. This sensomotoric experience should result in a very different gameplay experience.

In terms of naturalness of visual output, games usually provide both arbitrary and more natural information. Arbitrary information is used for numerical feedback (e.g. the amount of experience points required to reach the next level) or in the form of symbols that convey relevant game information (e.g. button symbols in quick time events). The degree to which visual output is rendered naturally

---

4. This continuum has already been reported by Sachs-Hombach (e.g. 2005) to categorize media, especially visual media, according to their perceptual fidelity.

5. It should be mentioned that in some cases the player forces herself, because she overestimates the required accuracy of the controller movement to perform an action in the game. In *Wii Sports Tennis* for example, a simple controller movement is equally successful as a fully exercised service movement.
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depends on the respective game: Early game engines were not able to represent game elements realistically. Over the past ten years, however, game engines constantly gained visual fidelity with some games getting close to the visual quality of films. The latter is especially true for games that utilize the first-person perspective, usually allowing free movement and free perspective change. Therefore, visual representation of those games is highly developed in terms of object shape, object movement, texture, and lighting quality, and can be regarded as a highly natural type of representation. Additionally, players gain an impression of the three-dimensional quality of the virtual environment via monocular depth cues, such as object size, perspective, and movement speed while moving around objects. However, they do not fully perceive spatial depth, but utilize monocular depth cues. Only with stereoscopic display technology can players additionally utilize binocular depth cues to perceive actual spatial depth. Games that allow stereoscopic representation can therefore present visual output with a higher visual fidelity than games that merely rely on a three-dimensional virtual game world that is reduced to a two-dimensional representation.

Recent research investigated if this assumed difference in naturalness of output had an effect on UX. The inconclusive results may be a result of at least three circumstances: (1) there is no effect; (2) there are other variables that mediate the effect; or (3) there is no difference in perceived naturalness in the first place. With the help of interaction models, we can explain that prior research might be subject to a combination of (2) and (3): we argue that there is an effect if a given system constructs a meaningful relation between stereoscopic output, natural input and type of task. Therefore, an effect should exist, if a game accounts for a natural type of input and tasks that rely on interaction in a three-dimensional space (2). However, if a game only provides natural input devices and stereoscopic representation, but spatial depth is not relevant to the task a player fulfills, effects of stereoscopic representation should only exist as a short-term sensation due to the new kind of experience. Additionally, it should have no effect in extended gaming sessions, because it is not relevant to the game. In the latter case, other experiences superimpose the impression of spatial depth and stereoscopic representation should be perceived as just as natural as non-stereoscopic representation (3), given that the player is not forced to compare both conditions.

MENTAL MODELS OF INTERACTION AND SPATIAL MAPPING

For stereoscopic representation to positively affect UX, the additional information this technology provides, i.e. binocular spatial depth cues, has to be relevant to the gaming experience. Only when spatial depth cues are at the core of the game mechanics can they influence UX in extended gaming sessions. Because interactivity is regarded as the central attribute of digital games, spatial depth cues would have to be relevant to the interaction between player and game. It contains at least two information channels that flow into opposite directions;
therefore, not only should display technology present spatial depth cues, but input devices should also be allowed to spatial depth into the system. However, as spatial depth is not relevant to the gaming experience per se, it should be enforced by the player’s tasks. In this case, processing spatial depth information should considerably determine the player’s success and thereby focus the player’s attention to some extent on spatial depth; it becomes relevant to the way the player interacts with the game.

We argue that whenever players interact with a game for the first time, they construct a mental model of the interaction process because games differ intensely in the way different input actions are linked to specific game events. One might counter that experienced players already possess an elaborated model of how to interact with a game because many games rely on conventional mappings of controller buttons (e.g. analog sticks for movement and perspective control). However, there are still actions that are not subject to conventional controller mapping. Additionally, even if the general functionality of a button is intuitive via its conventionality, the specific outcome as well as the required timing and rhythm of button presses still differ between games. Eventually, players will have to learn basic interaction principles for each game by constructing an interaction model and improve it by game experience. This fact also becomes evident by the tutorial phase that is carried out at the beginning of almost every game, where players learn the basics of game control and game mechanics respectively. In the case of natural input devices, the learning process can become rather difficult, as input action gain complexity because of the required input of motoric action.

Just as other mental models, interaction models are constructed in a combined bottom-up and top-down process, i.e. the model draws from both prior knowledge and experience during gameplay. Experienced players should benefit from interaction models of other games and should therefore learn more quickly during the actual interaction with the game. In addition to controller mappings, interaction models represent at least two other types of information. First, they model the interaction affordances of a game, which can be regarded as a set of possible actions that allow the player to manipulate the game world (e.g. moving boxes or turning on a radio). Accordingly, players do not know initially which interaction affordances are present within the game, but have to identify them throughout the game.

Second, because both input and output modalities convey spatial information, the player faces the problem of multiple spaces with the gaming environment and the living room being separated from each other. The player would have to understand how the space she is physically located in is related to the space she perceives visually. For example, in *Wii Sports/Tennis* (Nintendo, 2006), both spaces are fairly independent of one another: A forehand swing does not require the player to swing his racket from back to front in an upward movement—the player could also just perform a short movement in any direc-
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Both spaces are not linked one to another; the only information that is gathered from the controller is the amount of acceleration and the timing of a swing. In this scenario spatial depth cues would not be relevant to the interaction and, therefore, not affect the UX. Spatial depth only becomes important when both spaces are closely linked, a state that we refer to as spatial mapping. In this case, the game environment becomes part of the player’s living room and vice versa, i.e. she is perceptually located within the virtual environment she interacts with, which might be referred to as an intense feeling of spatial presence (e.g. Tamborini & Skalski, 2006). Here, the player’s interaction model would suggest that their movements in the real world space are consistent with movements in the virtual world. The extreme state of spatial mapping is presented by the Holodeck technology in Star Trek: The Next Generation (Berman, 1987-1994). In this fictional VR, each element of the virtual environment can be interacted with directly. But even real VR installations can achieve a similar perceptual phenomenon, where each set of coordinates of the virtual world is mapped to a set of coordinates in the real world. Players can then use natural input to manipulate the object at its actual position. A tennis game could therefore project the ball’s position into the space in which the player is located and track their precise movement to determine whether they hit the ball or not. Of course, this high level of spatial mapping would require the game to track the player’s head and controller position to display the player’s perspective correctly.

Games that provide a high degree of spatial mapping stress the players processing of spatial depth cues as they are relevant to his success and could therefore affect UX quite intensely (see Fig. 2).

Figure 2 – Construction of the interaction models and their relation to UX

Arguably, only spatial mapping allows natural input devices to reach their full potential: possible input actions can gain a high degree of complexity due to the high spatial resolution the devices track and the spatial validity of the movements in the virtual space as a consequence of spatial mapping. Consequently, the training procedure for the interaction model for this type of input would increase intensely. However, over time players develop automated motor
programs in a similar way they learn gear shifting in driving school. These motor programs can trigger complex motor actions that have been trained repeatedly. Once these motor programs have reached a sufficient precision, the player’s UX can benefit greatly from the increased complexity of input actions. Due to the fact that the player’s real actions are responsible for a positive outcome of the game, she experiences a higher degree of perceived self-efficacy (Klimmt & Hartmann, 2006) compared to other games with arbitrary input mappings. Thereby, stereoscopic representation can further improve UX by raising the effectiveness of natural input devices.

DISCUSSION
The rise of new technologies in computer games has always been a mixed blessing, since it always takes a lot of time until the new technology is mastered. Consumers have often been used as test audiences, paying for half-baked products. When 3D graphics first arrived, many games just used it because it was available. But it was not meaningfully implemented into the gameplay and so players did not gain any additional value. A similar observation can be made concerning stereoscopic technology in movies and games for the reasons mentioned above. We argue that with a theoretical understanding and systematic implementation, stereoscopic representation can not only enrich UX, but also deliver new types of entertainment software for the consumer market. To achieve this, the additional information conveyed through stereoscopy (i.e. binocular spatial depth cues) has to be relevant to the tasks users perform within the game. Without implementing spatial information into the game mechanics, stereoscopy will always be just a gimmick without real consequences for UX. Additionally, the mapping of input and output spaces results in a higher degree of self-efficacy of the player and thus can enrich the UX. But in the end, we don’t want to discuss what is and is not fun for some players as the spatial mapping allows for other forms of UX that each player does not necessarily perceive as more fun. One reason we play games is to escape our everyday life and to have adventures we cannot have in real life. A high spatial mapping (e.g. in an action game) can be more work then relaxation for the player and may not be in the interest of particular game design concepts. Game designers should therefore use it wisely to make a good game.

To empirically support our argument of spatial mapping, we first need the adequate software products. As stated above, current games do not fulfill this requirement. To create according games, the designers have to consider constraints of the stereoscopic technology as well as user acceptance. However, it is likely that technological parameters have to be adjusted to the given game mechanics or game tasks. An iterative design approach with exhaustive testing is advisable for designers since the balance between content, interaction possibilities and visualization of the gameplay is expected to be delicate. Since complex inputs might overstrain the user, games should, at least at the beginning,
require rather simple interactions to successfully enhance gaming experience through the use of stereoscopic representation. For example, the player’s task could be the manipulation of one moving object at a time. This kind of gameplay would not only help players to gradually get used to the technology, but it would also facilitate behavioral measures as well as the setting up of experiments with easy manipulation of all relevant parameters of the software.

Given the availability of games suitable for research, it is still not simple to measure the crucial variables because they have yet to be identified. General constructs like UX, presence, immersion and others have shown to be too unfocused or overlapping, and may therefore be considered as covariates, if anything. Even though the aforementioned constructs can somehow be related to the experience during gameplay, we think this issue has to be further specified. We argue that players benefit from games that implement stereoscopic technology if they provide a higher degree of entertainment and amusement compared to games with a comparable gameplay in terms of game tasks and interactions. However, there is not yet a standardized method for measuring the entertainment value of a game. We suggest the proven combination of three methods: self-reporting, observation and psychophysiological measurement. Furthermore, other relevant variables and approaches have to be considered that can influence the UX during gameplay. Previous studies did not take into account that players may gradually get used to the stereoscopic technology during repeated exposure. As a consequence, simulator sickness or other negative effects could disappear or at least be reduced by a large amount. This would cause players to become aware of the benefits of the new technology that may be distracting or bothersome upon the first interaction or short-term usage.
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